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Abstract 
 

A conceptual architecture for the Google Chrome web browser was derived through analysis of 

Chromium, an open-source version of Google Chrome. The intent when determining the final 

conceptual architecture was to create a model that valued security, speed, performance, and 

reliability. Architecture styles, coupling, and cohesion were heavily considered when choosing 

what subsystems to include. 

 

The conceptual architecture was a combination of the layered architecture style and object-

oriented architecture style. The subsystems that formed the architecture were the browser, 

network, plugins, rendering engine, and user interface. The goal was to choose subsystems and 

create dependencies that would result in low coupling and high cohesion. A significant reason as 

to why Google Chrome is widely used is that its multi-process architecture allows for 

concurrency of multiple processes. Along with an in-depth look at the conceptual architecture, 

use cases are presented in this report to demonstrate the interactions between the subsystems. 

 

Through creating the conceptual architecture, a base now exists to allow the team to determine 

Google Chrome’s concrete architecture. This base was formed by identifying the necessary 

subsystems and acknowledging the main dependencies of Google Chrome. 

 

Introduction and Overview 
 

Google Chrome, often referred to as Chrome, is a web browser that was released in 2008 for 

multiple platforms. Developed by Google LLC, its initial launch was compatible with Microsoft 

Windows, but adapted to be used on macOS, Linux, iOS, and Android at a later date [3]. Google 

Chrome has the majority of the market share for web browsers, with 67.1% of the market 

worldwide for January 2018 to October 2018 [2]. The browser entered the market at a time 

where internet users were demanding more of their time with browsers. Popular applications and 

video content required more than traditional static web pages. Google Chrome was able to 

facilitate a more dynamic experience for its everyday user by allowing more than one process to 

run at once and for plugins to be used on web pages for things like Adobe Flash Player and 

JavaScript. Google Chrome’s multi-process architecture has allowed it to be one of the most 

stable and high-performance browsers. 
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There are several factors that have contributed to Chrome’s popularity and they all arise from the 

web browser’s architecture. By determining the conceptual architecture of Google Chrome, it 

was clear through the subsystems and their dependencies how the factors have led to success for 

the web browser. In order to derive the conceptual architecture, documentation for Chromium 

was used in place of Google Chrome’s documentation because Chromium is an open-source 

browser. The main subsystems in the conceptual architecture are the browser, user interface, 

networking stack, plugins, and rendering engine. The dependencies between these subsystems 

formed an architecture that exhibits layered and object-oriented architecture styles.  

 

Security, performance, reliability, and speed are some of the benefits of the Google Chrome web 

browser, and there are multiple reasons behind each benefit. For example, Chrome is highly 

secure because of the layered architecture and modular nature of the system. The dependencies 

between the system were chosen in a way that separated concerns and reflected actual 

connections to allow for low coupling and high cohesion. Coupling and cohesion come into play 

with Chrome’s ability to handle concurrency and be reliable. Multiple processes are able to run 

at the same time and communicate with each other using Inter-Process Communication (IPC) as 

a result of the web browser’s multi-process architecture [4], setting it apart from other browsers 

of its time, which historically only used single processes. The multi-process architecture uses 

multi-core CPUs, which contributes to the browser’s speed. Google Chrome’s innovative 

architecture structure is a significant reason as to why it has such a large share of its market. 

 

Conceptual Architecture 
 

Derivation Process 
 

The initial step for constructing this architecture was understanding the domain extensively. This 

was achieved by first understanding general web functionality, such as servers, HTTP requests, 

and other web basics. Understanding the general structure of how web browsers have been 

constructed historically through reference architectures was also important in generating a base 

conceptual architecture. The logical next step for deriving Chrome’s architecture was to discover 

how Chrome implemented aspects of the reference architecture, and how it differentiated from 

the reference architecture (whether extra components exist, or certain components are missing). 

After factoring in these steps, we found 3 major guiding factors to the conceptual architecture we 

derived: architecture styles, multi-process architectures, and coupling/cohesion. The 

understanding of a system’s functionality is fundamental to guiding what architecture styles were 

used to implement them. This leads way to a mix between an object-oriented and a layered 

design. Multi-process architecture is the differentiating feature behind Chrome, so understanding 

the functionality behind it was crucial in understanding what components needed to exist, and 

how they communicated with one another. Tangential to multi-process architecture is coupling 

and cohesion. Understanding how components were segmented in order to facilitate multi-

process architecture helps to understand their cohesive properties. A corollary to this being that 

communication between segmented components, running as separate processes means there 

needs to be a communication network (coupling) between sets of components. After all was 

considered, we were able to construct a conceptual architecture that reflected our findings. 

 

Alternative Conceptual Architecture 
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Several alternative conceptual architectures were considered when deriving the final conceptual 

architecture. Architecture styles, multi-process architectures, coupling, and cohesion were the 

factors considered when determining what subsystems and dependencies made sense for the 

system. For this particular alternative, there were several reasons why this version was not used. 

For the render process and plugins process, each process is an instance of the rendering engine 

and plugin, respectively. In addition, we included networking in our final conceptual 

architecture, but did not include it in the alternative version. In the alternative version, it was 

intended that networking would be part of the browser process. However, these two subsystems 

were separated in the final architecture in order to increase cohesion. Ultimately, the alternative 

architecture was too concrete, which is why a different model was chosen. 

 

Final Conceptual Architecture 

 
The final conceptual architecture that was developed can be seen in Figure 2. The system 

consists of five separate subsystems that operate independently from one another. Interactions 

occur between these subsystems, which are denoted in Figure 2 by arrows that represent the 

dependencies. The subsystems are the browser, UI, plugins, networking, and rendering engine. 

 

The system as a whole is a mix of two architecture styles: layered and object-oriented. A layered 

architecture fits Chrome’s functionality very well. The layered architecture style is visible with 

the UI acting as the top layer. The middle layer follows with the browser, plugins, and 

networking. Finally, the rendering engine is the bottom layer of the architecture. Each subsystem 

is a service to subsystem(s) in the layer above it. The layered style is beneficial to the 

architecture as it increases the security between the subsystems and also encourages modularity. 

Given the rapid development of the web, interchangeability and growth of components in 

Chrome is crucial. This is easily verifiable by reviewing the history of Chrome’s rendering 

engine, which replaced the Webkit rendering engine for their own “Blink” rendering engine.  
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Due to the multi-process architecture used in Chrome, objects (separate processes for example) 

must be able to reference one another in order to transfer data over communication interfaces. 

Object-oriented structuring gives way to abstract of components, which allows for various 

implementation details to be hidden from other components (a beneficial security measure). An 

extension to the benefits includes the autonomy of components; concurrency of rendering and 

browser processes are direct beneficiaries of this. 

Figure 2. Conceptual architecture of Chrome 

 

Subsystems 

 

User Interface 

 
The user interface subsystem is the link between the browser and the users themselves. It is the 

first layer in the conceptual architecture and handles all forms of user input. It’s the graphical 

display that reflects the state of the system as a whole in real-time. It provides users with the web 

navigation experience they are familiar with. 

 

The browser subsystem receives bitmaps of web pages from the rendering engine, and hands 

them off to the UI to be displayed within the viewing pane. The user interface is in constant 

communication with the browser subsystem. Every time a user so much as moves their mouse, 

the user interface will alert the browser subsystem. Earlier web browsers would have the UI 

communicate directly with the rendering engine. But this was a much less secure way of 

operating.  

 

The user interface depends only on the browser subsystem.  

 

Browser 
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The browser subsystem is the central hub system of Chrome. This subsystem manages other 

components of the application and their permissions. The browser interacts with the operating 

system and contains persistent storage this includes the cookie database, password database, 

history database as well as disk cache. The browser communicates with the networking 

subsystem using IPC and thus has a download manager subsystem. For security, many of the 

other subsystems do not have direct access to each other and instead must facilitate through the 

browser subsystem as the central system. Thus, the rendering engine cannot directly access 

networking or the filesystem if it is compromised. This also applies to plugins (such as Flash). 

This increases security in case the rendering engine or plugins are compromised as the browser 

manages info on what privileges it has given each rendering engine process (as well as plugins).  

 

The browser implements the tab-based windowing system (including the URL bar) and is the 

intermediary between the UI (which is OS specific) and rendering engine [6]. As the browser is 

the only subsystem with access to networking when a user wants to download a file or go to a 

site it is the browser that communicates with the networking subsystem receives the response and 

passes it to the rendering engine. The browser does not decode or run any client-side code for 

security purposes and hands it straight to a rendering engine sandbox process [6]. The developers 

were careful so as to minimize the risk to the browser because of its access to the disk and 

networking subsystem. If a file was to be downloaded the rendering engine would pass back the 

file after unzipping and where it should be saved. Thus, the browser is in control and can 

determine if the file is safe.  

 

The browser subsystem handles user input events it receives from the operating system and if the 

input event is from the content area it is then passed to the rendering engine. Only the input 

events intended for its content area can be viewed by a compromised rendering engine for 

additional security [6].  

 

Lastly, the rendering engine does not have direct access to the UI but sends the bitmap to the 

browser subsystem which then displays it in the UI [6]. This is for additional security, to 

decrease coupling and possesses only a small performance penalty. To facilitate these design 

choices the browser subsystem is dependent on the rendering engine, networking, and plugins. 

The browser is the most critical subsystem in terms of security which is why so much effort is 

put into preventing a crash and protecting it from compromise as it has access to all other 

subsystems.  

 

Networking  

 

The networking subsystem handles all communication that Chrome has with the external internet 

for a variety of resource fetching. Any request relative to loading data into the browser must be 

communicated through the networking subsystem. The general service provided by the 

networking subsystem is to facilitate HTTP requests made by the requesting components [8].  

 

The responsibility of the networking subsystem is also to correctly parse retrieved data into a 

data type that can be received calling components. Additionally, the networking subsystem will 

deal with caching data from network requests [9][10]. This sort of functionality is widespread in 

browser networking subsystems, in order to reduce redundant network calls (for both efficiency 
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and keeping networking threads from becoming more congested). The networking subsystem 

will also deal with the cookies associated with various requests [11]. The job of the networking 

subsystem is strictly to identify relevant information of cookie data being passed through it 

(whether by client request or server response), and should not be concerned with direct storage 

details [11].  

 

The networking subsystem does not depend on any other of the major subsystems in the 

architecture, as its concerns are facilitating requests made by other components who require 

access to external data. By restricting the communication from other components (i.e. rendering 

engine/plugin processes), it allows for the concern of permissions of requests to be handled 

outside of the networking subsystem. This increases the cohesion of the networking subsystem, 

as it remains only concerned with what requests to facilitate, without having to worry about the 

validity of the calling process [6].  

 

As a result of the networking subsystem being the only access-point for the external internet, it is 

important that none of the processes that are attempting to access queried data interfere with one 

another. This means that queries made by the networking subsystem must be asynchronous, as a 

means of facilitating incoming requests while waiting for data to be returned [8].  

 

Rendering Engine 

 
The rendering engine exists to fill each tab with web content in the viewing pane. The subsystem 

makes use of Blink, a fork of WebKit [14], to facilitate the rendering process. Each tab runs its 

own instance of the rendering engine. The subsystem as a whole is sandboxed with no access to 

the computer’s disk or the network stack. These restrictions ensure that a compromised instance 

of the rendering engine will not cause any harm to the user’s computer, nor will be able to send 

compromised data out to the internet.  

 

Within its rendering engine module, Chrome includes a powerful JavaScript engine that employs 

a different technique for handling the source code. Rather than interpreting JavaScript, it will 

compile the code and execute it afterward, as needed [15].   

 

The rendering engine will receive an HTTP response from the browser, containing content to be 

rendered. Then, the instance of the rendering engine associated with the corresponding tab will 

begin to parse the data in the body of the response. Any content that requires a plugin to be 

loaded, such as an adobe flash applet, will be sent to the plugins subsystem for processing and 

returned in a format that the rendering engine can generate a bitmap for. After the browser 

subsystem receives the bitmap from the rendering engine, it will paint it into the tab’s display 

window in the user interface. 

 

Web pages have become so complex and so large nowadays, that it would be impossible to 

render them all in the same process. Chrome’s multi-process architecture allows each instance of 

the rendering engine in chrome to run asynchronously in their own separate sandboxed process. 

This separation and sandboxing will not only accommodate the large and complex pages, by 

giving them dedicated resources, but it will ensure that one process’s failure does not interfere 

with the rest of the system. If an instance were to crash, only the tab associated with it would 
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become unresponsive. If an instance were to be compromised, its isolation from the other 

instances would not allow it to access them [16]. However, since these processes are split into 

separate instances, this means more RAM usage for the computer. 

 

The rendering engine subsystem is very performance critical; it is where most of the hard work is 

done. It takes a lot of a computer’s resources to render bitmaps in real time, and therefore a lot of 

work was put into optimizing everything related to the rendering engine. The multi-process 

architecture plays a huge role in allowing the rendering engine to run smoothly, it takes full 

advantage of multi-core CPUs, which are becoming the standard nowadays. 

 

The rendering engine depends on the browser subsystem and the plugins subsystem. It relies on 

the browser to supply it with web content to render and to resolve any disk or network requests. 

It depends on the plugins subsystem to assist it in rendering content that is outside its scope, its 

direct communication line with the plugins subsystem increases the speed at which it can render 

a page in full. 

 

Plugins  

 

Chrome supports plugins like other browsers to add additional features to the browser (typically 

made by third-parties). The plugins subsystem represents the plugins processes. This subsystem 

is independent of the rendering engine as there is at most one instance of each plugin rather than 

having one per rendering engine process [6]. Had the plugins been included in the rendering 

engine they would consume lots of memory and potentially break the sandbox design if the 

plugins are not sandboxed. Additionally, the plugins must be independent of the browser 

subsystem as if a plugin crashes the whole browser would crash [6].  

 

Plugins such as Flash are required to be sandboxed now with no direct access to disk and there 

are settings to require all plugins to be sandboxed in order to run. Plugins run in their own 

independent process and communicate with both the rendering engine and the browser 

subsystem [6]. When the last tab using a plugin is deleted the plugin instance is deleted. Since 

plugin content is rendered directly from rendering and the two subsystems communicate over 

IPC both ways, the plugins subsystem is an independent system and not dependent on anything. 

 

Concurrency 

 
The purpose of constructing a browser using a multi-process architecture is to achieve 

concurrency of processes. This means allowing processes to run in parallel, where their 

execution (generally) does not concern itself with the outcome of other processes. Traditionally, 

browsers ran in a single process in order to reduce the client’s memory usage. As the web 

became more complex and web applications became more commonplace, a single process 

architecture didn’t scale to meet its demand [13].  

 

The introduction of the multi-process architecture in Chrome allowed for complex calculations, 

network requests, and more to be run in parallel to one another. The primary purpose of running 

these processes concurrently was in order to increase the speed at which web pages could 
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operate. Being able to execute various aspects of loading a web page (HTTP request, compile 

JavaScript, etc.) in parallel means that more can be achieved in a given time, combining to create 

an identical end result [4].  

 

The other main benefit behind implementing a multi-process architecture is removing single-

points of failure. A single processor implementation of a web browser can easily be hung or 

crash in the situation where a malicious site or a misbehaving plugin is present [4]. By 

sandboxing these elements into distinct processes, it prevents a single process from influencing 

other processes occurring in the browser. Additionally, running concurrent processes helps 

isolate data from other components (as there’s no direct communication between most processes) 

[6].  

 

The tradeoff behind running concurrent processes is an increased memory usage [12]. Each 

separate process that must be spun up takes a chunk of the client’s available RAM. As the 

number of plugins and tabs increases, the relative RAM Chrome consumes grows to quite large 

values. If a client’s system has a lower end quantity of RAM, the execution of Chrome can 

actually slow down overall CPU performance. 

 

How the Architecture Supports Future System Changes 
 

The architecture style is OOP and layered so one advantage is that implementations of systems 

can be changed without affecting the overall system. For example, changing the implementation 

of the rendering engine would not affect the UI system. The IPC cannot be easily changed as it is 

tightly coupled into multiple systems including the rendering engine, plugins, and the browser 

system. This architecture is very extensible. New systems can be added to a layer without 

changing the implementations or communication systems of other systems. Chromium is the 

open source code that Chrome is based on which allows the community to contribute new 

features that can be implemented into production Chrome. Leveraging this strategy, the Chrome 

team can get the community to implement many of the new features going forward (while 

monitoring for performance and security).  

 

External Interfaces  

 

There are three different external interfaces that Chrome communicates with. The first interface 

is the GUI which allows the browser to process user input events and send visual output to the 

user by utilizing the User Interface system. The second interface is the file system which allows 

Chrome to interact with the local files stored on the host machine. Chrome is limited to accessing 

the files that the operating system has given it permission to read and write to. Finally, the 

browser is able to interface with the network through the networking stack which allows it to 

send and receive content that is not stored locally. 
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Use Cases 

 

Downloading and Displaying a Web Page 

 

Figure 3. Sequence diagram of downloading and displaying a web page 

 

The first use case illustrates the process that happens within Chrome during an ordinary fetch  

and display of a webpage. The process begins with the user inputting their desired URL into the 

search bar in the User-Interface and pressing the enter key. Upon the enter key being pressed, the 

UI will pass the URL string to the browser where it is wrapped in one of various request types 

such as GET, POST or PUT. The request is then forwarded to the network stack where it is sent 

out to the network and the program awaits a response. When the HTTP response is returned to 

the network stack, it is forwarded back to the browser for processing. 

 

The browser takes the HTTP response and unpacks the various components of it such as the 

HTML, JavaScript and CSS and checks the code to see which plugins are necessary to display all 

of the content. The Browser will then query the Plugins module and confirm that it has all the 

necessary software to properly load the webpage, upon confirmation, the browser will then pass 

the HTML, CSS, and JavaScript to the rendering engine. 
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The Rendering Engine then interprets the HTML and CSS and generates the layout and design of 

the webpage. The JavaScript is then compiled (as V8 compiles to bytecode rather than interpret 

line by line) (add citation here) and added to the webpage’s design. The plugins module is then 

called on to add any other components into the webpage that require third-party software stored 

in the module. Once everything has been processed and the final webpage layout and design has 

been finalized, the generated bitmap is sent back to the browser. 

The browser takes the bitmap and sends it to the User Interface where it can be displayed onto 

the screen for the user to see and interact with. 

 

User Logs into Website and Chrome Saves Username and Password 

Figure 4. Sequence diagram: logging into a website; storing the password in persistent data 

 

The second use case illustrates the process that happens within Chrome during a successful login 

to a website and the storage of the username and password. The process begins with the user 

inputting their credentials into an HTML form in the User-Interface and pressing the enter key.  

 

Upon the enter key being pressed, the User-Interface will pass the URL string and form data to 

the browser where it is wrapped in a POST request. The request is then forwarded to the network 

stack where it is sent out to the network using SSL encryption and the program awaits a 

response. When the HTTP response is returned to the network stack, it is forwarded back to the 

browser for processing. 

 

If the login response was successful, then Chrome will take the username and password and store 

them in a local file on the host computer’s disk. 
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Team Issues 
 

It is inevitable that when dealing with an application of such magnitude, there are bound to be a 

multitude of challenges throughout the development process. When dealing with the architecture 

of Chrome, or any architecture in general, it is important to consider the dependencies between 

subsystems, as they can interfere with workflow. For example, the browser subsystem of Chrome 

possesses multiple dependencies on other subsystems, those being the rendering, plugins and 

networking subsystems. Because of this, the team in charge of the browser subsystem is required 

to interact more often with other teams, therefore making it less independent as the other teams. 

Due to the decreased independence of the browser subsystem team, more time is required to be 

spent discussing with the teams in charge of subsystems of which browser depends on, slowing 

down the development process and workflow.  

 

 

 

 

Limitations and Lessons Learned 

 

In regard to our own team, we experienced several limitations and challenges throughout the 

duration of the assignment that we had to overcome. The most difficult limitation that we 

encountered was related to gathering information and research. As a group, we noticed that there 

is a vast amount of new and old information available on the internet. This can make it 

overwhelming to obtain valuable information, especially because a lot of us did not have pre-

existing knowledge on how Google Chrome works. Technology is constantly evolving and 

improving, so it was difficult to ensure that what we were learning was up to date and still used 

by Chrome. A specific example of this being that most architecture documentation of Chrome is 

from its release in 2008, and yet to be updated. An additional limitation we encountered is the 

fact that Chrome is a commercial product and not open source. This forced us to look at 

Chromium, which is open source.  

 

Despite facing various limitations during the course of the assignment, we were also fortunately 

able to learn valuable lessons. Group size was initially a limitation for us, due to busy schedules 

interfering with the meeting process. However, we were able to overcome this by 

communicating a lot as a team both online and in person. We organized meetings in real life as 

much as possible, even if it was for a short amount of time, or if several members could not 

attend that day. We felt that any time we were able to dedicate to meet was valuable. In spite of 

this, the benefit of working with a team outweighed the difficulty that came with it. Being in a 

group setting made it considerably easier to discuss and develop ideas for developing the 

conceptual architecture. Specifically, working in a positive environment with other hardworking 

individuals made the brainstorming process a lot more pleasant, as we were able to participate in 

valuable and productive discussion, without fear of being judged for proposing a different idea, 

or saying something incorrect. 
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Conclusions 

 

In summary, the derived conceptual architecture of Google Chrome is object-oriented and 

layered. The use of these architecture styles was able to contribute to several benefits that have 

made Chrome so popular. The web browser has a heavy focus on security and this is 

implemented through the architecture styles that allow subsystems to be independent. 

Furthermore, the performance and reliability of the system are enhanced through the system’s 

design that values low coupling and high cohesion. This was done by dividing the requirements 

of the architecture between the subsystems and forming interactions through dependencies where 

necessary. Finally, Google Chrome’s use of a multi-process architecture has allowed processes to 

run concurrently, which increases its speed and makes the web browser much more attractive to 

users looking for high speeds when browsing. 

 

Through determining Google Chrome’s conceptual architecture, a foundation is formed that can 

be used to derive the web browser’s concrete architecture. This is beneficial because concrete 

architectures provide a more in-depth look into the system and can provide more detail about 

interactions between different components than a conceptual architecture. 
Data Dictionary/Naming Conventions 

 

Blink: The rendering engine used by Google Chrome in their current architecture. Blink is based 

on the WebKit rendering engine used in previous versions of Chrome. 

Bitmap: A mapped output generated by the rendering engine to be displayed in the User 

Interface graphically 

Browser: The main module in the program that controls data exchange across modules in the 

application. It is the only module in the architecture that directly interacts with the operating 

system in order to have functionality for data persistence and resource allocation. 

Cohesion: The level of separation of functionality between modules in the software. A highly 

cohesive system will have modules that perform very specific tasks tailored to  their attributes. 

Concurrency: Multiple software processes running at the same time by utilizing multiple 

processing cores. 

Coupling: The number of dependencies your program has in between its various modules. It is 

optimal to have low coupling in your system so that if one module malfunctions there is minimal 

effect on the other modules in the architecture. 

CSS: (Cascading Style Sheets) Lightweight coding language that directly interacts with HTML 

to allow webpages to have custom appearances and layouts. 

Data Persistence: The ability for an application to access the host machines file system in order 

to read and write to files. It allows for the storage of various types of data such as history, 

bookmarks, and passwords so that when the application is closed and reopened it still has data 

stored from the previous browsing session. 

GET Request: A request that is sent out into the internet with relevant data for the query stored 

in the request header. 

HTML: (Hypertext Markup Language) The format in which web pages are written in. Uses text 

with ‘tags’ surrounding them to describe how they should look and appear on the page. 

HTTP: (Hypertext Transfer Protocol) The protocol used by the internet to send HTML across 

the web from servers to clients. 
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IPC: (Interprocess communication) Set of programming interfaces that allow for communication 

and coordination between software processes running concurrently. 

JavaScript: An event driven programming language that shares similar syntax to Java that 

allows web pages to be interactive and have features that would otherwise be impossible with 

only HTML. 

Layered Architecture: Architecture style with multiple levels to it where data moves from one 

processing level to the next. Each layer is a server to the layer above it and a client to the layer 

below it. 

Modularity: The process of subdividing software into individual components. It results in more 

understandable code and allows for changes to individual modules without having it affect all 

others. 

Multi-Processing: Software that is designed and optimized to run on computers with multiple 

processing cores. 

Network Stack: The module in the web browser that is responsible for actually interacting with 

the internet in order to send and query for data in the world wide web. This allows the browser to 

collect data that is not stored locally on the host machine. 

Object-Oriented Architecture: Architecture style with multiple, single-purpose ‘Objects’ that 

have interfaces to interact with other objects in the system. Objects are not concerned with the 

implementation of the other objects in the system, only with the data getting passed to them. 

Plugins: Third-party software that is not included in the application by default. They add extra 

functionality to the software that the user can take advantage of and get a more customized 

browsing experience. 

POST Request: A request that is send out into the internet with relevant data for the query 

stored in the request body as opposed to the header 

Rendering Engine: Large piece of software that is capable of taking in HTML, CSS, JavaScript, 

and other languages in order to parse and compile them together into a graphical bitmap page 

that can be interpreted and displayed to the user in the User Interface. 

Sandbox: The programming practice that segregates a certain set of functionalities to a restricted 

amount of resources, file access, and operating system interactions on the computer in order to 

increase security. This way, it the sandboxed portion of the application crashes or is 

compromised, it will have no serious effect on the rest of the system. 

UI: (User Interface) The graphical representation of the application that interacts with the user to 

show/get input and output from them. 

URL: (Uniform Resource Locator) A string of text that identifies a specific webpage on the 

world wide web. These are used by the web browser to retrieve specific pages requested by the 

user. 
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